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3. RESULTS

▪ Experiments

▪ Super-resolution of popular 
music and piano pieces from 
11.025 to 44.1 kHz

▪ PianoEval (private 
collection dataset)

▪ MUSDB18-HQ (open-
source dataset)

2. PROPOSED MODEL

▪ AEROMamba

▪ AERO = Audio-Super 
Resolution Model

▪ Mamba = Efficient State 
Space Model 

▪ AERO

▪ GAN architecture:

▪ Hybrid Demucs-based 
Generator

▪ MelGAN Discriminator

▪ Mamba

▪ Emulates selective 
mechanism of attention

▪ Exploits GPU structure 

▪ Evaluation

▪ GPU usage and Inference 
speed

▪ Objective metrics: ViSQOL
and LSD

▪ Subjective metrics: 
listening tests with 20 
subjects, targeting audio 
similarity

Computational Performance

Objective and Subjective Metrics

▪ Conclusions

▪ AEROMamba is 15x faster 
than AERO in inference 
using 5x-9x less GPU

▪ AEROMamba achieves 
higher perceptual quality 
than AERO

▪ For a fixed batch size, 
AEROMamba needs 2x-4x 
less GPU to train

Low Res - 11.025 kHz AERO - 44.1 kHz AEROMamba - 44.1 kHz

▪ Background – Restoration of analog audio:

▪ Historical recordings

▪ Media degradation

▪ Technology limitations

▪ Super-resolution

▪ Digital audio applications

▪ Lossy operations to reduce storage 
usually involve bandwidth reduction

▪ e.g. Decimation and compression

▪ Generative adversarial networks:

▪ Sampling is faster than Markov-chain-
based architectures (e.g. Diffusion Models)

▪ AERO as the base model

▪ Proposed Modification:

▪ Replacement of recurrent and attention 
layers by Mamba
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