Symbolic music style transfer via latent space transformations:
model and evaluation
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GOAL.: change the style of music in symbolic format to mimic a specific music style and
present new evaluation methods.

Two VAEs for symbolic musical style transfer achieve resemblance to the target style,
musicality, and identity preservation.

Previously...

Previous symbolic style transfer work:

e Model transfer from 1 specific source style to 1 specific
target style (Generative Adversarial Networks (GANs) [1],
Variational Autoencoders (VAES) [2])

e Models generate continuations for an input musical fragment
in a specific style (Deepd [3], MuseNet [4])

Previous evaluation methods:

e Subjective listening tests

e comparison of the distributions of features to assess
musicality [3]

o comparison of the predictions of style classifiers [1, 2]

Datasets

 Lakh Midi Dataset [5]: classic pop and rock, pop, folk or
classical (tags from musicbrainz.org) — 155,037 music
fragments.

» KernScores [6] (fine-tuning and evaluation): Bach’s chorals,
Frescobaldi’s canzoni, Mozart piano sonatas and ragtimes —
2032 fragments.

- Validation set: 10% of KernScores.

Music representation and model

e Input: matrices of 1s and Os with 64 rows as time units
(semiquavers, spanning 4 bars) and 89 columns
indicating pitch and note changes (rhythm).

o Adaptation of the model from [7] (a VAE):

o Encoder: 2 bi-GRU + 2 Dense
o Latent space: 96 dimensions
o Decoder: Repeat vector + 2 GRU + Dense.

o We trained two models:

o Pre fine-tuning: based on Lakh Midi Dataset.
o Fine-tuning: fine-tuned in KernScores.

1. The generated fragment belongs to the target style?

A transformation is successful if the generated fragment m’ is
closer to the target style s than the original fragment m, that
IS:

A(m’, I\/IS) < A(m, MS)

e We measure the distance between a fragment and a style
with optimal transport

e For each pair of source-target styles we calculate the
percentage of generated fragments that became closer to the
target style.
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What’s new?

We propose:
 to do multi-style transfer with a single model,
 doing latent space vector arithmetic,

 to adjust the transformation level with a parameter a € (0,
1],

New evaluation methods on three distinct aspects:

whether the generated fragment presents the target musical
style

whether the generated fragment is musical

and whether the generated fragment still resembles the
input.

Modeling of musical style
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Figure 1: average of percentage of successful transformation for each pair of
styles (for each alpha value and models)
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2. The generated fragment remains musical?

Musicality: the percentage of permutations that are less likely
sampled (&) from an universal style.

e \We consider a universal style M, formed by the balanced

sum of the fragments of the different styles of a dataset:

e For each original fragment we generated 20 permutations

by reordering the notes in time.

e The sampling likelihood is defined as:
6(m, M) =2, log (Z’X’y(M ) oix’y(m) +,  log (27, (M) 0, (M)
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e As a gets larger, more transformed fragments are closer to
the target style.

e There are no noticeable differences between the pre and fine
models, except with the small a, where pre performs better.
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Figure 2: average of percentage of permutations that are less musical
than m’ for each style pair of styles (for each alpha value and models).

e A larger a yields a larger transformation, which may yield

less musical results (Nonetheless, most cases are above
80%).

e Fine-tuned model performs slightly better than pre.

Conclusions

e Our models managed to generate new fragments that
remained musical, kept the identity of the original
fragment and that were also closer to the target style.

e This happened for certain values of a (0.1 and 0.5).
e A greater a implies more style approach but less musicality.

e The model trained on a general music dataset was
successful even on the distinct set of evaluation styles.

e When observing the performance between specific
source-target style pairs, we noticed performance varied.

e The model struggled to transform between Mozart and

Ragtime, contrary to our expectation that styles with similar
complexity would yield better results.

e As future work, we suggest validating our proposed

metrics with listener surveys and compare our metrics with
those used in previous work.

e Our transformation method could benefit from the latent

space disentanglement to represent style.

e Compare the style-specific vs. general approaches.

Did it work?

We evaluated two models on a specific dataset (KernScores):

e A model trained on a large dataset (Lakh) [pre]
e Afined tuned version of pre on the evaluation dataset [fine]

Both models managed to produce new music that was closer to
the target style, was musical and preserved the identity of
the original music fragment.

The fine-tuned model performed slightly better than pre.

Style transfer process
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Figure 1: workflow of the style transfer method.

1. We encode 64x89 binary matrices representing two tracks (melody and bass) of a
fragment of 64 semiquavers of music.

2. We add the characteristic vector v, of the target style and subtract the characteristic
vector v_ of the original style weighted by a € (0,1].

3. We decode it to obtain the new fragment.

ts,s,(m) = decode(encode(m) + a(v_,-v )

3. The generated fragment is similar to the original?

m’ retained characteristics of m, the higher it appears in the
similarity ranking.

e We propose a similarity ranking between m against the
set composed of m’ and all other fragments of the original
style.

e Two fragments’ similarity is the inverse of how many
semitones the notes differ between one fragment and the
other for each time instant (a rest compared with a note is
considered as 12).

e The score is bound by 0 and 1 where 1 is the best value.
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Figure 3: distribution of the values of the score function (for each alpha
value and models).

e \With a large a value the performance is worse but still
good.
e Fine-tuned model performs slightly better than pre.
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